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Path ahead :
• Add optimization in 

pythonic substitute of MPI 
reduction operations. 

• Use this changes for next 
generations CPU’s like 
s390x 

Highlights :
• Replaced MPI operations 

with Dask Distribution 
framework APIs for pure 
pythonic experience in 
Jupyter Notebook

• Achieving the same result 
with ~10% overhead 
compared to pure MPI 
based distribution (not 
that bad, ugh!)

Dashboard :
Daskified 
SnapML -
What’s Say   

CPU Usage :
htop view of
all the cores
engaged with
processing
dask 
workload
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Reference links :
• https://www.top500.org/lists/t

op500/2020/06/
• https://www.zurich.ibm.com/sn

apml/
• https://dask.org/
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